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Comprehenders routinely encounter phrases that can be
interpreted in more than one way. One of the most well-
researched examples of structural ambiguity is the noun
phrase (NP)/ tensed sentence (S) complement ambiguity.
Consider the sentence fragment in 1. The NP the answer
can be interpreted either as an NP complement of the verb
knew, as in 1a, or as the subject NP in an S complement,
as in 1b.

(1) The student knew the answer . . . .

a. by heart. NP Complement Continuation

b. was correct. S Complement Continuation

Since the early 1980s, researchers have investigated
the possibility that verb information can be used to guide
the analysis of subsequent words and phrases (Clifton,
Frazier, & Connine, 1984; Ford, Bresnan, & Kaplan, 1982;
Holmes, Kennedy, & Murray, 1987; Holmes, Stowe, &
Cupples, 1989; Kennedy, Murray, Jennings, & Reid,
1989; Mitchell, 1987, 1989; Mitchell & Holmes, 1985;
Tanenhaus & Carlson, 1989). The use of verb informa-
tion during structural ambiguity resolution is central to a
number of theories of sentence processing (see MacDon-
ald, Pearlmutter, & Seidenberg, 1994a, for a review). One
of the most influential proposals in recent years has been
the constraint satisfaction approach (MacDonald, 1994;

MacDonald et al, 1994a, 1994b; Trueswell & Tanenhaus,
1994). This approach claims that the process of sentence
comprehension is one during which comprehenders are in-
fluenced by multiple constraints within the sentence and
discourse contexts. Verb information is viewed as one of
many possible constraints and can be used by comprehen-
ders during the initial stage of structural ambiguity reso-
lution.

An influential model that claims that verb information
is not used during the earliest stage of ambiguity resolu-
tion is the garden path model of sentence processing. Pro-
ponents of this view believe that comprehenders initially
utilize information about the major syntactic category of
the incoming word (e.g., noun, verb, etc.) and construct
the first analysis available, which is the simplest analysis,
given the syntactic complexity of alternative interpreta-
tions in terms of the number of new syntactic nodes to be
added to the ongoing structure (Frazier, 1978; Frazier &
Fodor, 1978; Frazier & Rayner, 1982). The most contro-
versial aspect of this proposal is that comprehenders are
believed to construct the syntactically least complex alter-
native, despite the fact that in some sentences a syntacti-
cally more complex analysis may be more probable based
on information other than the major syntactic category of
the incoming word, such as information about the pre-
ferred usage of a preceding verb. 

The present experiment was conducted to investigate
the extent to which readers use verb information to re-
solve temporarily ambiguous NPs, specifically how read-
ers used verb information during the processing of sen-
tences containing ambiguous NPs continued as NP or S
complements as well as sentences containing unambigu-
ous S complements (complements containing the com-
plementizer that). These three types of complements were
preceded either by verbs that are generally used most fre-
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An eye tracking experiment was conducted in order to investigate the role of verb information in re-
solving structural ambiguity during sentence comprehension. Reading time was measured on sen-
tences containing temporarily ambiguous noun phrases (e.g., “The athlete revealed the problem”) that
were continued as tensed sentence (S) complements or noun phrase (NP) complements. Ambiguous
noun phrases were preceded either by verbs occurring most frequently with NP complements (NP-
biased) or verbs occurring most frequently with S complements (S-biased). Reading time was also mea-
sured on sentences containing unambiguous S complements preceded by either NP-biased or S-biased
verbs. The results showed that contrary to predictions made by verb guidance theories (e.g., constraint
satisfaction; MacDonald, Pearlmutter, & Seidenberg, 1994a, 1994b; Trueswell & Tanenhaus, 1994), for
both NP- and S-biased verb conditions, sentences containing temporarily ambiguous noun phrase com-
plements were read most quickly, and sentences containing temporarily ambiguous S complements
were read more slowly than those containing unambiguous S complements.
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quently with NP complements (NP-biased verbs) or by
verbs that are generally used most frequently with S com-
plements (S-biased verbs). Table 1 displays sample stim-
uli used in the experiment.

Verb guidance theories, generally, and constraint sat-
isfaction, specifically, predict that readers interpret am-
biguous NPs following NP-biased verbs as NP comple-
ments and ambiguous NPs following S-biased verbs as
subject NPs of S complements. The difference in reading
time between ambiguous and unambiguous S complement
continuations is predicted to be larger for NP-biased than
for S-biased verb conditions. Reading time on sentences
containing ambiguous NP complements is predicted to
be longer for S-biased than NP-biased verbs. In contrast,
the garden path model predicts that readers will initially
interpret ambiguous NPs as NP complements, as NP com-
plements are syntactically less complex than S comple-
ments. The difference in reading time between ambiguous
and unambiguous S complement continuations is pre-
dicted to be significant for both NP-biased and for S-bi-
ased verb conditions. Reading time on sentences contain-
ing ambiguous NP complements is predicted to be faster
than on sentences containing ambiguous S complements,
for both NP-biased and S-biased verb conditions.

The present experiment provides the most thorough
test, thus far, of the effect of verb information on the res-
olution of the NP/S complement ambiguity and improves
upon previous investigations in three major ways. First,
it improves upon the design used in a number of important
investigations (Ferreira & Henderson, 1990; Garnsey,
Pearlmutter, Myers, & Lotocky, 1997; Holmes et al., 1989;
Trueswell, Tanenhaus, & Kello, 1993), as these experi-
ments compared reading time on ambiguous and unam-
biguous S complements, but did not test sentences con-
taining ambiguous NP complements. Second, the present
study improves upon a prior investigation that did test the
effect of verb information on how readers resolved sen-
tences containing the ambiguous NP and S complements

as well as unambiguous S complements (Kennedy et al.,
1989). This prior study used materials in which the dis-
ambiguating regions of ambiguous NP and S comple-
ments were not well matched on how quickly readers
could diagnose the structure of the NP continuation. The
disambiguating region of S complements, as is shown in
2a, was matched with the final prepositional phrase in
the NP complement, as is shown in 2b.

(2) a. The workers considered /the last offer from 
the management /was an insult.

b. The workers considered /the last offer from 
the management /of the factory.

Readers could determine that the NP was an NP comple-
ment only when the end of the sentence was reached, as
signaled by the period. Thus, disambiguation occurred
later for NP than for S complements. In the present inves-
tigation, since NP complement continuations contained
subordinate conjunctions that unambiguously signaled the
closure of the NP, the readers received disambiguating
information in a comparable manner for both NP and S
complement continuations. Last, efforts were also made
during the construction of materials used in the present
study to ensure that ambiguous NPs were comparable in
terms of plausibility as NP complements for both NP-
and S-biased verbs. In previous studies (e.g., Ferreira &
Henderson, 1990, and Trueswell et al., 1993), verb bias
and plausibility of the NP complement analysis may have
been confounded. One of these investigations (Trueswell
et al., 1993) reported results indicating that verb infor-
mation guided ambiguity resolution. However, plausibil-
ity ratings obtained for the materials used by Trueswell
et al. indicated that the plausibility of an NP complement
was inadvertently confounded with verb bias. Ambiguous
NPs were rated as 6.35 as NP complements of NP-biased
verbs, but only as 2.81 as NP complements of S-biased
verbs. Recent investigations have shown that readers uti-

Table 1
Sample Stimuli Used in the Experiment

Sentence Complement Continuations
NP-Biased Verb
The athlete | revealed | (that) | his problem | (with prescription drugs) | worried his parents
| nearly every single moment.

S-Biased Verb
The athlete | admitted | (that) | his problem | (with prescription drugs) | worried his parents
| nearly every single moment.

NP Complement Continuations
NP-Biased Verb
The athlete | revealed | his problem | (with prescription drugs) | because his parents
| worried every single moment.

S-Biased Verb
The athlete | admitted | his problem | (with prescription drugs) | because his parents
| worried every single moment.

Note—Words in parentheses occurred in a subset of conditions. The “|” symbols indicate
analysis regions.
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lize information about plausibility as well as about verb
information during ambiguity resolution (Garnsey et al.,
1997). Consequently, the results of Trueswell et al. should
be viewed as reflecting the effects of plausibility differ-
ences across conditions as well as differences in verb in-
formation.

The present experiment also tested the effect of ambi-
guity length on the resolution of the ambiguous NPs. A
number of prior investigations have shown that longer am-
biguous regions are associated with larger reading time
differences between ambiguous versus unambiguous sen-
tences (Ferreira & Henderson, 1991; Frazier & Rayner,
1982; Kennedy & Murray, 1984). These results could be
interpreted as indicating that readers have a more difficult
time revising an initial analysis when they have main-
tained that analysis for a longer period of time. It was rea-
soned that if readers use verb information to construct
initial analyses of ambiguous NPs, as predicted by con-
straint satisfaction, the effect of NP length would influence
the processing of those sentences containing NP-biased
verbs more so than those containing S-biased verbs, as re-
analysis is predicted to occur in the former, rather than in
the latter conditions. In the present experiment, ambiguous
NPs were either short, composed of a determiner and a
noun, or long, composed of a determiner, noun, and prepo-
sitional phrase.

The present experiment also explored the proposal that
during the comprehension of sentences containing S com-
plements, readers are influenced by a second type of verb
information. Trueswell et al. (1993) provided evidence that
readers use information about the frequency with which
specific S-biased verbs are used with a complementizer
in S complements. Trueswell et al. referred to this partic-
ular type of verb usage frequency as that-preference. The
results suggested that when a sentence contains an S-bi-
ased verb, constructing an S complement when a comple-
mentizer is absent is more difficult when the verb is one
that is generally used with a complementizer (i.e., a verb
having a high “that” preference) than when the verb is
one that is generally used without a complementizer (i.e.,
having a low “that” preference). For example, the verb
concludedgenerally occurs with an overt complementizer
when used with an S complement, as shown in 3a and 3b,
and the verb assumed generally does not, as shown in 3c
and 3d. According to Trueswell et al.’s proposal, the dif-
ference in processing difficulty between 3a and 3b would
be greater than the difference in processing difficulty be-
tween 3c and 3d. The processing difficulty would occur
as soon as the reader begins constructing the S comple-
ment, presumably during and following the processing of
the ambiguous NP. 

(3) a. Mary concluded the answer ambiguous
was incorrect.

b. Mary concluded that the unambiguous
answer was incorrect.

c. Mary assumed the answer ambiguous
was incorrect.

d. Mary assumed that the unambiguous
answer was incorrect.

The correlational analyses that were conducted to explore
the extent to which readers were influenced by “that”-
preference information were conducted using two meth-
ods. The initial method used was the one used by
Trueswell et al. This method involved correlating item-by-
item mean reading time differences (ambiguous vs. un-
ambiguous) averaged across participants with the “that”-
preference for the specific S-biased verb used in that item.
Lorch and Myers (1990) argued that this method is not the
most appropriate method for repeated measures designs,
since it is susceptible to the occurrence of Type I errors.
Following the recommendations of Lorch and Myers, the
second method that was used to analyze the data described
in this paper is a more appropriate method for repeated
measures designs. This method involved computing re-
gression equations for each participant using “that”-pref-
erence as a predictor variable and reading time in ambigu-
ous and unambiguous S complements as the predicted
variables. The mean slopes of these regression equations
were compared. The use of both statistical methods en-
sured that the role of “that”-preference in sentence com-
prehension was investigated in the most thorough manner.

METHOD

Materials and Design
Forty-eight experimental sentences were constructed. Twenty-

four S-biased and 27 NP-biased verbs were selected from two
sources: Trueswell et al. (1993) and Kennison (1999). The NP-biased
verbs occurred on average 66% of the time with NP complements
(SD = 25, range = 7–100) and 10% of the time with S complements
(SD = 12%, range = 0–43). The S-biased verbs occurred on aver-
age 59% of the time with S complements (SD = 15, range = 29–93)
and 24% of the time with NP complements (SD = 12, range =
6–43). The average “that”-preference for S-biased verbs was 65%
(SD = 29, range = 0–100). Twelve versions of each experimental
sentence were constructed. Sentences contained ambiguous NP
complements, ambiguous (no-“that”), or unambiguous S comple-
ments (“that”). NP complement conditions were disambiguated by
the presence of a conjunction (e.g., because , even though , although )
following the ambiguous NP, which unambiguously signaled the
closure of the NP and the beginning of a following subordinate
clause. The disambiguating regions of NP and S complements were
always three words, closely matched in length and printed fre-
quency (as assessed by Francis & Ku Ïcera, 1982) across NP and S
complement conditions. Twelve counterbalancing lists were used so
that each item was viewed equally often in each condition. A com-
plete list of experimental materials has been posted at http://
psychology.okstate.edu/ faculty/kennis/pbr.htm. Ninety filler sen-
tences were used. Thirty-two of these were foils that contained am-
biguous NPs continued as NP complements.

The plausibility of the ambiguous NPs as NP complements of the
verbs in each item was assessed in a plausibility rating study. An ad-
ditional group of 40 participants at the University of Illinois were
presented with a list of 98 sentence fragments constructed from the
materials used in the three experiments described in this paper. The
fragments were of the form The noun verbed the noun. The partic-
ipants were instructed to rate the plausibility of the fragment on a
scale from 1 (least plausible) to 7 (most plausible). For NP-biased
verb conditions, the mean was 5.98 (SD = .79), and for S-biased
verb conditions, the mean was 5.63 (SD = .94).
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Participants
Thirty-six students at the University of Massachusetts, who were

native speakers of American English and who had normal or cor-
rected vision, participated for $5.00 each.

Procedure and Apparatus
Eye movements were recorded by a Stanford Research Institute

Dual Purkinje Eye tracker, which has a resolution of less than 10 min
of arc. Viewing was binocular with eye position recorded from the
right eye. The eye tracker was interfaced with an 80486 microcom-
puter, which controlled the presentation of the sentences. Sentences
were presented using an 80-column VGA display, with approxi-
mately four characters per degree of visual angle. The experimental
sentences were displayed on a maximum of three lines. For each item,
the S- or NP-biased verb, ambiguous NP, and the disambiguating re-
gion occurred on the same line. The characters were in lowercase, ex-
cept where capital characters were called for (at the beginning of sen-
tences and proper names). The luminance from the monitor was
adjusted to a comfortable brightness level for each participant and
then held constant throughout the study, and the room was dark. Be-
fore each participant was tested, a bitebar was constructed, which
minimized head movements during the experiment. The eye tracking
system was then calibrated. This procedure required the participant
to fixate nine markers sequentially (three markers on the top, middle,
and bottom rows of the computer screen). The voltage was recorded
and interpolated for the intervening columns and rows. Before each
trial, the calibration was checked and repeated, if necessary. Compre-
hension questions appeared in the lower half of the computer screen.
After incorrect responses, the word “ERROR” appeared on the com-
puter screen. Fifty percent of sentences were followed by compre-
hension questions. A practice list of 12 items was initially presented,
followed by a list of 48 experimental sentences intermixed with 90
fillers. The order of sentences was randomized for each participant.
Each session lasted between 45–60 min.

RESULTS

Eye movement data was initially screened for false
fixations, as recommended in Rayner, Sereno, Morris,

Schmauder, and Clifton (1989). The dataset was then
trimmed. Individual fixations longer than 1,000 msec or
shorter than 50 msec were eliminated. Two measures of
reading time were analyzed: (1) first pass reading time,
which is defined as the sum of all fixations in a region
from when the eye first enters a region to when the eye
first exits the region and (2) total reading time, which is
defined as the sum of all fixations in a region. Sentences
were divided into seven analysis regions: (1) the subject
of the sentence; (2) the NP- or S-biased verb; (3) the com-
plementizer; (4) the determiner-noun; (5) the modifier;
(6) the three-word disambiguating region; and (7) the re-
mainder of the sentence. These regions are displayed in
Table 1. Table 2 displays mean first pass and total read-
ing time in milliseconds by condition for each analysis
region. In all analyses of variances (ANOVAs) and com-
parisons, participants (F1) and items (F2) were treated
as random variables, following the recommendations of
Clark (1973). As there were no noteworthy results ob-
served for Regions 1–3, the discussion will focus on Re-
gions 4–7.

Contrary to the predictions of constraint satisfaction,
verb type did not reliably influence how readers resolved
ambiguous NPs. Interactions involving verb type and
sentence type were not significant for any analysis region
[Regions 5–7: Fs , 1 and Region 4: first pass, F1(2,70) =
2.27, p . .11; F2(2,94) = 1.51, p . .3, and total, Fs , 1].

Patterns of reading time were consistent with predic-
tions made by the garden path model, whose advocates
claim that ambiguous NPs are initially analyzed as NP
complements, the syntactically less complex analysis
(versus the S complement). When readers encounter the
disambiguating region (Region 6) in NP complement
continuations, the initial NP complement analysis is sup-
ported and can be maintained; in ambiguous S comple-

Table 2
Mean First Pass Reading Time and Mean Total Reading
Time (in Milliseconds) by Condition by Analysis Region

Analysis Region

R1 R2 R3 R4 R5 R6 R7
Subject Verb Comp NP Modifier Disambig Post-Disamb

Verb Sentence Type 1st Pass Total 1st Pass Total 1st Pass Total 1st Pass Total 1st Pass Total 1st Pass Total 1st Pass Total
Short Ambiguous Regions

NP Ambiguous S 1,277 1,432 357 490 – – 490 737 – – 890 1,258 1,585 1,684
Unambiguous S 1,314 1,418 365 445 275 304 464 669 – – 811 994 1,537 1,737
Ambiguous NP 1,293 1,376 337 411 – – 478 588 – – 729 878 1,431 1,525

S Ambiguous S 1,244 1,403 383 489 – – 514 745 – – 858 1,154 1,567 1,711
Unambiguous S 1,260 1,373 380 441 256 272 465 658 – – 786 973 1,612 1,726
Ambiguous NP 1,256 1,342 367 437 – – 480 623 – – 717 871 1,513 1,615

Long Ambiguous Regions
NP Ambiguous S 1,251 1,352 367 460 – – 444 675 670 891 885 1,144 1,518 1,654

Unambiguous S 1,381 1,519 361 445 235 294 488 687 631 830 813 969 1,482 1,627
Ambiguous NP 1,272 1,381 372 436 – – 449 584 697 797 669 737 1,391 1,501

S Ambiguous S 1,231 1,376 392 484 – – 506 670 633 852 891 1,128 1,582 1,714
Unambiguous S 1,234 1,357 354 450 280 290 457 617 585 763 785 954 1,559 1,723
Ambiguous NP 1,181 1,267 357 458 – – 474 580 651 784 678 765 1,479 1,567

Note—R, region; NP, noun phrase; S, sentence.
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ment continuations, the initial NP complement analysis
must be revised. Consequently, reading time was pre-
dicted to be shortest for NP complement continuations
and longest for ambiguous S complement continuations.
At the disambiguating region (Region 6), reading time
was influenced significantly by sentence type [first pass:
F1(2,70) = 28.74, p , .001; F2(2,94) = 29.85, p , .001,
and total: F1(2,70) = 35.90, p , .001; F2(2,94) = 54.50,
p , .001]. NP complement continuations were read
more quickly than ambiguous S complement continuations
[first pass: F1(1,35) = 70.86, p , .001; F2(1,47) = 41.93,
p , .001, and total: F1(1,35) = 74.97, p , .001; F2(1,47) =
72.24, p , .001]. Ambiguous S complement continuations
were read more slowly than unambiguous S complements
[first pass: F1(1,35) = 8.02, p , .008; F2(1,47) = 12.20,
p , .002, and total: F1(1,35) = 15.29, p , .001; F2(1,47) =
44.31, p , .001]. Reading time on the disambiguating
region was not significantly influenced by verb type or in-
teractions involving verb type (Fs , 1), or interactions in-
volving sentence type [sentence type 3 NP length inter-
action; first pass: F1(2,70) = 1.61, p . .20; F2(2,94) =
1.67, p . .19, and total: F1(2,70) = 2.12, p . .29;
F2(2,94) = 1.58, p . .21, all others, Fs , 1].

A similar pattern of reading time was observed at the
postdisambiguating region (Region 7). Reading time was
significantly influenced by sentence type: [first pass:
F1(2,70) = 5.73, p , .006; F2(2,94) = 12.08, p , .001, and
total: F1(2,70) = 8.76, p , .001; F2(2,94) = 16.90, p ,
.001]. NP complement continuations were read signifi-
cantly more quickly than ambiguous S complement con-
tinuations: [f irst pass: F1(1,35) = 13.79, p , .001;
F2(1,47) = 16.05, p , .001, and total: F1(1,35) = 16.77,
p , .001; F2(1,47) = 20.64, p , .001]. Reading time on
ambiguous and unambiguous S complement continua-
tions did not significantly vary (Fs , 1). Reading time
was not influenced by verb type [first pass: F1(1,35) =
2.41, p . .07; F2(1,47) = 2.35, p . .13, and total: F1(1,35)
= 1.79, p . .18; F2(1,47) = 1.70, p . .19], NP length
[first pass: F1(1,35) = 2.31, p . .13; F2(1,47) = 3.56,
p . .06, and total: F1(1,35) = 1.82, p . .18; F2(1,47) =
2.46, p . .12], or interactions of factors (Fs , 1).

First pass and total reading time on the two regions
(Regions 4 and 5) preceding the disambiguation (Re-
gions 6) show distinct patterns, both of which are con-
sistent with the predictions of the garden path model.
First pass reading time results indicate that in ambiguous
NP and S complement conditions, readers maintained
the initial NP complement analysis in Regions 4 and 5.
First pass reading time on the determiner-noun re-
gion (Region 4) was not significantly influenced by any
factor or any interaction of factors [sentence type: F1 , 1;
F2(2,70) = 1.60, p . .20, verb type: F1(1,35) = 2.10, p .
.15; F2 , 1, NP length: F1(1,35) = 1.54, p . .22; F2 , 1;
NP length 3 sentence type: F1(2,70) = 1.19, p . .31;
F2(2,94) = 1.61, p . .20, NP length 3 verb type: Fs , 1,
verb type 3 sentence type: F1(2,70) = 2.27, p . .11;
F2(2,94) = 1.51, p . .22, NP length 3 verb type 3 sen-
tence type: F1 , 1; F2(2,94) = 1.17, p . .31].

First pass reading time on the modifier region (Re-
gion 5) was longer for ambiguous NP and S complement
conditions than for unambiguous S complement condi-
tions [F1(1,35) = 9.99, p , .003; F2(1,47) = 15.75, p ,
.001, and F1(1,35) = 3.70, p , .07; F2(1,47) = 6.86, p ,
.02, respectively], resulting in a significant effect of sen-
tence type [F1(2,70) = 4.22, p , .02; F2 (2,94) = 6.69,
p , .002]. Reading time for ambiguous NP and S com-
plements did not differ significantly [F1 , 1; F2(1,47) =
1.13, p . .29]. First pass reading time was longer for NP-
biased verb conditions, resulting in a significant effect of
verb type [F1(1,35) = 5.08, p , .04; F2(1,47) = 5.68, p ,
.03]. The verb type 3 sentence type interaction was not
significant (Fs , 1).

Total reading time results on Regions 4 and 5 indicate
readers spent more time overall reading ambiguous S
complements than either ambiguous NP complements
and unambiguous S complements, since more rereading
occurred in ambiguous S complements once the disam-
biguation was encountered. Total reading time was longer
for ambiguous S complements than for unambiguous S
complements [F1(1,35) = 3.95, p , .06; F2(1,47) = 5.70,
p , .03], and for ambiguous NP complements [F1(1,35) =
12.60, p , .002; F2(1,47) = 9.51, p , .004]. The main
effect of sentence type was significant [F1(2,70) = 12.49,
p , .001; F2 (2,94) = 15.42, p , .001]. Total reading
time was not significantly influenced by verb type (Fs ,
1) or by interactions of factors [NP length 3 sentence type:
F1 , 1; F2(2,94) = 1.07, p . .34, NP length 3 verb type:
F1(2,70) = 1.02, p . .32; F2(2,94) = 1.48, p . .23, verb
type 3 sentence type: Fs , 1; NP length 3 verb type 3
sentence type: Fs , 1]. There was a significant main ef-
fect of NP length, resulting because total reading time
was longer for long than for short NP conditions [F1(1,35)
= 4.17, p , .05; F2(1,47) = 3.63, p , .07].

Total reading time on the modifier region (Region 5)
was longer for ambiguous S complements than for am-
biguous NP and unambiguous S complements [F1(1,35) =
3.65, p , .07; F2(1,47) = 4.72, p , .04, and, F1(1,35) =
5.87, p , .03; F2(1,47) = 4.70, p , .04, respectively], re-
sulting in a significant main effect of sentence type
[F1(2,70) = 3.14, p , .05; F2 (2,94) = 3.46, p , .04].
Total reading time on Region 5 was not significantly in-
fluenced by verb type [F1(1,35) = 2.75, p . .10; F2(1,47) =
1.73, p . .19], or by an interaction of verb type and sen-
tence type (Fs , 1).

In order to explore the extent to which readers used
“that”-preference information during the comprehension
of sentences, multiple statistical analyses were conducted.
The first method was the one used by Trueswell et al.
(1993), which involved regressing differences in mean
reading time per item averaged across participants. Two
predictor variables were used: “that”-preference and
transformed “that”-preference [log(p/1-p)], which was
desirable since the percentage range for “that”-preference
was bounded. The second method involved computing
for each participant regression equations between read-
ing time differences for ambiguous and unambiguous S



VERB INFORMATION 137

complements using “that”-preference and transformed
“that”-preference [log(p/1-p)] as predictor variables and
later testing the mean slopes of the regression equations.
This is a statistically more appropriate method for repeated
measures designs and one less susceptible to Type I errors
(Lorch & Myers, 1990). The mean “that”-preference for the
S-biased verbs included in these analyses was 65% (SD =
26%, range = 0–100). The results of these analyses indi-
cated that reading time differences observed at the dis-
ambiguating region for S-biased verb conditions between
ambiguous and unambiguous S complements were not
consistently related to S-biased verbs’ “that”-preference
(Method 1, first pass: r = 2 .07, p = .33; Method 1, total
time: r = .06, p = .35; Method 2, first pass: r = .13, p =
.20; Method 2, total time: r = .17, p = .16) or transformed
“that”-preference (Method 1, first pass: r = 2 .05, p = .37;
Method 1, total time: r = 2 .10, p = .26; Method 2, first
pass: r = .22, p = .09; Method 2, total time: r = .26, p =
.07). In light of these results, the previously proposed
role of “that”-preference in the resolution of ambiguous
NPs must be reevaluated (see also Kennison, 1995).

GENERAL DISCUSSION

An eye tracking experiment was conducted to investi-
gate the extent to which readers are influenced by verb in-
formation during the resolution of ambiguous NPs. In the
experiment, reading time was measured for sentences
containing either unambiguous S complements or am-
biguous NPs continued as NP complements or S com-
plements, preceded by NP- or S-biased verbs. The results
of the present experiment indicate that readers were not
influenced by verb information. Regardless of the type
of verb preceding the ambiguous NP, readers took longer
to read S complement continuations than NP complement
continuations, and readers took longer to read ambiguous
S complements than unambiguous S complements.
These results provide evidence against theories of sen-
tence processing in which verb information is claimed to
play a guiding role in syntactic ambiguity resolution. Fur-
thermore, no evidence was found to support the claim
(Trueswell et al., 1993) that readers are influenced by the
frequency with which specific S-biased verbs are used
with the complementizer that. Such a result would be
consistent with the view of sentence processing held by
proponents of constraint satisfaction. The results are con-
sistent with the garden path model of sentence process-
ing, which claims that readers construct the first analysis
available, which is the least syntactically complex analy-
sis, in this case, the NP complement.

REFERENCES

Clark, H. H. (1973). The language-as-fixed-effect fallacy: A critique
of language statistics in psychological research. Journal of Verbal
Learning & Verbal Behavior, 12, 335-359.

Clifton, C., Jr., Frazier, L., &  Connine, C. (1984). Lexical expecta-

tions in sentence comprehension. Journal of Verbal Learning & Ver-
bal Behavior, 23, 696-708.

Ferreira, F., &  Henderson, J. (1990). Use of verb information during
syntactic parsing: Evidence from eye tracking and word by word self-
paced reading. Journal of Experimental Psychology: Learning, Mem-
ory, & Cognition, 16, 555-568.

Ferreira, F., &  Henderson, J. (1991). Recovery from misanalyses of
garden-path sentences. Journal of Memory & Language, 30, 725-
745.

Ford, M., Bresnan, J., &  Kaplan, R. M. (1982). A competence-based
theory of syntactic closure. In J. Bresnan (Ed.), The mental repre-
sentation of grammatical relations (pp. 727-796). Cambridge, MA:
MIT Press.

Francis, W. N., &  Ku Ïcera, H. (1982). Frequency analysis of English
usage: Lexicon and grammar. Boston: Houghton Mifflin.

Frazier, L. (1978). On comprehending sentences: Syntactic parsing
strategies. Unpublished doctoral dissertation, University of Con-
necticut.

Frazier, L., &  Fodor, J. D. (1978). The sausage machine: A new two-
stage parsing model. Cognition, 6, 1-34.

Frazier, L., &  Rayner, K. (1982). Making and correcting errors 
during sentence comprehension: Eye movements in the analysis of
structurally ambiguous sentences. Cognitive Psychology, 14, 178-
210.

Garnsey, S. M., Pearlmutter, N. J., Myers, E., & Lotocky, M.
(1997). The contributions of verb bias and plausibility to the com-
prehension of temporarily ambiguous sentences. Journal of Memory
& Language, 37, 58-93.

Holmes, V. M., Kennedy, A., &  Murray, W. S. (1987). Syntactic
structure and the garden path. Quarterly Journal of Experimental
Psychology, 39A, 277-294.

Holmes, V. M., Stowe, L. A., &  Cupples, L. (1989). Lexical expecta-
tions in parsing complement verb sentences. Journal of Memory &
Language, 28, 668-689.

Kennedy, A., &  Murray, W. S. (1984). Inspection times for words in
syntactically ambiguous sentences under three presentation condi-
tions. Journal of Experimental Psychology: Human Perception &
Performance, 10, 833-847.

Kennedy, A., Murray, W. S., Jennings, F., &  Reid, C. (1989). Pars-
ing complements: Comments on the generality of the principle 
of minimal attachment. Language & Cognitive Processes, 4, SI51-
SI76.

Kennison, S. M. (1995). The role of verb-specific lexical information
in syntactic ambiguity resolution. Unpublished doctoral dissertation,
University of Massachusetts, Amherst.

Kennison, S. M. (1999). American English usage frequencies for noun
phrase and S complement-taking verbs. Journal of Psycholinguistic
Research, 28, 165-177.

Lorch, R., &  Meyers, J. (1990). Regression analysis of repeated mea-
sures data in cognitive research. Journal of Experimental Psychol-
ogy: Learning, Memory, & Cognition, 16, 149-157.

MacDonald, M. (1994). Probabilistic constraints and syntactic ambi-
guity resolution. Language & Cognitive Processes, 9, 157-201.

MacDonald, M., Pearlmutter, N. J., &  Seidenberg, M. S. (1994a).
The lexical nature of syntactic ambiguity resolution. Psychological
Review, 101, 676-703.

MacDonald, M., Pearlmutter, N. J., &  Seidenberg, M. S. (1994b).
Syntactic ambiguity resolution as lexical ambiguity resolution. In
C. Clifton, L. Frazier, & K. Rayner (Eds.), Perspectives on sentence
processing (pp. 123-154). Hillsdale, NJ: Erlbaum.

Mitchell, D. C. (1987). Lexical guidance in human parsing: Locus
and processing characteristics. In M. Coltheart (Ed.), Attention and
performance XII (pp. 601-618). Hillsdale, NJ: Erlbaum.

Mitchell, D. C. (1989). Verb guidance and other lexical effects in
parsing. Language & Cognitive Processes, 4, 123-154.

Mitchell, D. C., &  Holmes, V. M. (1985). The role of specif ic infor-
mation about the verb in parsing sentences with local structural am-
biguity. Journal of Memory & Language, 24, 542-559.

Rayner, K., Sereno, S., Morris, R., Schmauder, R., &  Clifton, C., Jr.

http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0010-0285^28^2914L.178[aid=146263]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0749-596X^28^2930L.725[aid=146259]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0022-5371^28^2912L.335
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0022-5371^28^2923L.696
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0278-7393^28^2916L.555[aid=146258]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0749-596X^28^2930L.725[aid=146259]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0010-0277^28^296L.1
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0010-0285^28^2914L.178[aid=146263]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0749-596X^28^2937L.58[aid=303433]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0272-4987^28^2939L.277
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0749-596X^28^2928L.668[aid=302831]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0096-1523^28^2910L.833[aid=146267]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0090-6905^28^2928L.165[aid=1118907]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0278-7393^28^2916L.149[aid=294714]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0169-0965^28^299L.157[aid=303304]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0033-295X^28^29101L.676[aid=214495]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0169-0965^28^294L.123
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0749-596X^28^2924L.542[aid=306780]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0022-5371^28^2912L.335
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0022-5371^28^2923L.696
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0278-7393^28^2916L.555[aid=146258]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0749-596X^28^2937L.58[aid=303433]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0272-4987^28^2939L.277
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0749-596X^28^2928L.668[aid=302831]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0096-1523^28^2910L.833[aid=146267]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0090-6905^28^2928L.165[aid=1118907]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0278-7393^28^2916L.149[aid=294714]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0033-295X^28^29101L.676[aid=214495]


138 KENNISON

(1989). Eye movements and on-line language comprehension pro-
cesses. Language & Cognitive Processes, 4, 21-50.

Tanenhaus, M. K., &  Carlson, G. N. (1989). Lexical structure and
language comprehension. In W. Marslen-Wilson (Ed.), Lexical rep-
resentation and process (pp. 529-561). Cambridge, MA: MIT Press.

Trueswell, J., &  Tanenhaus, M. K. (1994). Toward a lexicalist
framework for constraint-based syntactic ambiguity resolution. In
C. Clifton, L. Frazier, & K. Rayner (Eds.), Perspectives on sentence
processing (pp. 155-179). Hillsdale, NJ: Erlbaum.

Trueswell, J. C., Tanenhaus, M. K., &  Kello, C. (1993). Verb-
specif ic constraints in sentence processing: Separating effects of lex-
ical preference from garden-paths. Journal of Experimental Psy-
chology: Learning, Memory, & Cognition, 19, 528-553.

(Manuscript received June 23, 1999;
revision accepted for publication March 1, 2000.)

http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0278-7393^28^2919L.528[aid=302834]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0278-7393^28^2919L.528[aid=302834]
http://www.ingentaselect.com/rpsv/cgi-bin/linker?ext=a&reqidx=/0169-0965^28^294L.21[aid=214496]

